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REAL-TIME ADVISOR SYSTEM WITH
PROJECTED AUGMENTABLE
ANNOTATIONS

COPYRIGHT & TRADEMARK NOTICES

A portion of the disclosure of this patent document may
contain material, which is subject to copyright protection.
The owner has no objection to the facsimile reproduction by
any one of the patent document or the patent disclosure, as it
appears in the Patent and Trademark Office patent file or
records, but otherwise reserves all copyrights whatsoever.

Certain marks referenced herein may be common law or
registered trademarks of the applicant, the assignee or third
parties affiliated or unaffiliated with the applicant or the
assignee. Use of these marks is for providing an enabling
disclosure by way of example and shall not be construed to
exclusively limit the scope of the disclosed subject matter to
material associated with such marks.

TECHNICAL FIELD

The disclosed subject matter relates generally to a real-
time advisor system with projected augmentable annotations
and video camera feedback, mounted on a remotely con-
trolled articulated arm for the purposes of efficient remote
assistance.

BACKGROUND

A human operator or user (e.g., a mechanic) working on an
object (e.g., ajet engine) might need assistance in performing
a task when he encounters a specific problem that he is not
familiar with. A user may have the option of seeking remote
assistance by making a voice call to an advisor that would
guide him through the task. However, often it is difficult for
the advisor to provide meaningful assistance without the
advisor having a real-time view of the user’s environment or
the ability to directly point to details present in the user’s
environment. In order for the remote advisor to provide effec-
tive assistance, it is desirable that the remote advisor be able
to see the user’s working area and provide constructive
instruction, including pointing to particular areas in the user’s
environment.

SUMMARY

For purposes of summarizing, certain aspects, advantages,
and novel features have been described herein. It is to be
understood that not all such advantages may be achieved in
accordance with any one particular embodiment. Thus, the
disclosed subject matter may be embodied or carried outin a
manner that achieves or optimizes one advantage or group of
advantages without achieving all advantages as may be taught
or suggested herein.

In accordance with one embodiment, machines, systems
and methods for providing remote assistance are provided.
The method may comprise establishing a communications
session between a local user and a visitor over a communica-
tions network, wherein the local user is positioned in a local
physical operating environment and the visitor is positioned
in a remote location relative to the local physical operating
environment; communicating audio or video data captured at
the local physical operating environment to the visitor; and
receiving, at the local physical operating environment, imag-
ing data generated as a result of the visitor interacting with a
visitor application running on a visitor computing device,
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wherein the imaging data is used to project, by way of a
projector, a first image of one or more annotations created by
the visitor onto a local physical work environment to assist the
local user, wherein the projector is mounted on a mechani-
cally articulated arm, wherein the mechanically articulated
arm is controllable by the visitor, to allow the visitor to control
positioning of the first image in the local physical work envi-
ronment.

In accordance with one or more embodiments, a system
comprising one or more logic units is provided. The one or
more logic units are configured to perform the functions and
operations associated with the above-disclosed methods. In
yet another embodiment, a computer program product com-
prising a computer readable storage medium having a com-
puter readable program is provided. The computer readable
program when executed on a computer causes the computer
to perform the functions and operations associated with the
above-disclosed methods.

One or more of the above-disclosed embodiments in addi-
tion to certain alternatives are provided in further detail below
with reference to the attached figures. The disclosed subject
matter is not, however, limited to any particular embodiment
disclosed.

BRIEF DESCRIPTION OF THE DRAWINGS

The disclosed embodiments may be better understood by
referring to the figures in the attached drawings, as provided
below.

FIG. 1 illustrates an exemplary operating environment in
accordance with one or more embodiments, wherein aremote
visitor assists a local user by way of an advisor system.

FIG. 2 is an exemplary flow diagram of a method of using
the advisor system, in accordance with one embodiment.

FIGS. 3 and 4 are block diagrams of hardware and software
environments in which the disclosed systems and methods
may operate, in accordance with one or more embodiments.

Features, elements, and aspects that are referenced by the
same numerals in different figures represent the same, equiva-
lent, or similar features, elements, or aspects, in accordance
with one or more embodiments.

DETAILED DESCRIPTION OF EXAMPLE
EMBODIMENTS

In the following, numerous specific details are set forth to
provide a thorough description of various embodiments. Cer-
tain embodiments may be practiced without these specific
details or with some variations in detail. In some instances,
certain features are described in less detail so as not to obscure
other aspects. The level of detail associated with each of the
elements or features should not be construed to qualify the
novelty or importance of one feature over the others.

Referring to FIG. 1, an operating environment 100 is pro-
vided in which an advisor system 105 comprising a robotic or
articulated arm 50 may be positioned at a local user work
environment. The articulated arm 50 is remotely controllable
by one or more remote users (e.g., advisors or visitors) and
may be equipped with an image capture device (e.g., a video
camera) and a projection mechanism which when used in
combination allow the remote user to help one or more local
users 110 with accomplishing a task in the local user’s work
environment as supported by the components of the advisor
system 105.

As shown, a remote assistance session may be established
over network 130 between a local user 110 and a visitor
computing system 120. A visitor application 122 and a
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graphical user interface (GUI) 124 may be provided on visitor
computing system 120 to allow a visitor to view and manipu-
late the view of the local user’s work environment (and ulti-
mately the local user’s work environment itself) by way of
advisor system 105. A voice communication channel may be
also established during the remote assistance session to allow
the local user 110 and the visitor to verbally communicate. A
camera (not shown) may be in operational relationship with
(e.g., mounted on) the articulated arm 50. The camera may be
used to capture images of the local user’s physical work
environment. The captured images may be communicated to
the remote visitor over network 130, via a live video feed, for
example.

In one embodiment, the remote visitor, having the benefit
of'the view of the local user’s physical work environment via
the video feed, is able to control the articulated arm and the
position of the camera and the viewing angles, as well as
having the capability to create and project annotations, a
controllable pointer and images onto the user’s local physical
work environment by way of the projection mechanism,
noted earlier. The ability to project the visitor generated anno-
tations helps enhance the local user’s understanding of the
visitor’s intent, as the local user receives verbal instructions
from the remote visitor over the established voice session.

Referring to FIG. 2, the remote visitor may interact with
GUI 124 to create annotations or images (S210) that are
ultimately projected onto the local user’s physical work envi-
ronment (S220). For the purposes of this specification, the
terms “annotation” and “image” may be used interchange-
ably and without limitation may refer to text, drawings,
graphics or other types of content. The GUI 124 may be
configured to render a visitor environment comprising a view
of the local user’s physical work environment based on the
images captured and communicated by the camera coupled to
articulated arm 50. Features are provided to allow the visitor
to interpret and augment an image of the local user’s physical
work environment displayed in the visitor’s work environ-
ment and as a result the local user’s physical work environ-
ment by, for example, introducing annotations onto the visitor
work environment, which are then reproduced at the local
user’s physical work environment.

The visitor, using visitor application 122 may create anno-
tations that are communicated to the projection mechanism
on the articulated arm 50. The images may thus be physically
rendered (e.g., projected by way of a Pico projector) onto the
local user’s physical work environment. In this manner, use-
ful visual information including a pointer and annotations
may be overlaid onto the local user’s physical work environ-
ment, allowing the remote visitor and the local user 110 to
interact much more effectively, as if the remote visitor is
locally present. A calibration mechanism may be used to
calibrate the projector and the positioning of the projected
image on a surface of a target object. A position fine-tuning
mechanism may be used to correct any geometry or equip-
ment related errors (S230), allowing for an exact positioning
of the annotations created by the visitor onto three dimen-
sional physical surfaces in the local user’s work environment.

In accordance with one or more embodiments, a visitor
may use visitor application 122 to introduce annotations into
GUI 124 in the visitor’s work environment. The annotations
may be rendered on a display screen viewed by the visitor at
time T1 and rendered or projected onto the local user’s physi-
cal work environment at time T2, for example, due to delays
associated with data transmission over network 130. In one
implementation, if a first feature (e.g., a fade away feature) is
activated (S240), once the annotations are rendered or pro-
jected onto the local user’s work environment at time T2, the
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annotations created or drawn on GUI 124 at time T1, as
viewed by the visitor, are removed or faded away (S250).

Without the fade away feature, the annotations projected
onto the local user’s physical work environment that are
transmitted back to the visitor GUI (e.g., via the camera
positioned on articulated arm 50) may be confused with the
visitor generated annotations in the GUI 124. The fade away
feature, if active, optionally removes the visitor generated
annotations and helps the visitor better appreciate the exact
location where the annotations are rendered in the local user’s
physical work environment. Alternatively, instead of remov-
ing the annotations completely, the visitor generated annota-
tions may be distinguished (e.g., displayed as dotted lines in
the visitor’s GUI 124).

The visitor and the local user may communicate over exist-
ing voice communication channels (e.g., an independent tele-
phone line), during the remote assistance session. As noted
earlier, optionally, advisor system 105 may be equipped with
microphones and speakers and a communication interface to
establish a two-way full-duplex audio channel with visitor
computing system 120 over network 130. The local user may
also use a display device (e.g., a tablet computing device, a
smart phone, etc.) by which an image of the physical work
environment as seen by the visitor via the GUI 124, along
with any associated visitor generated annotations, may be
viewable by the local user. This option may be used in case the
image projected onto the local user’s physical work environ-
ment is not sufficiently clear or in case certain images or
information may be better communicated in that manner. In
this latter instance, the fade away feature noted above may be
deactivated.

The advisor system 105 may be developed in various sizes
to scale with the scope and requirements of the user’s physical
environment. Optionally, the articulated arm 50 may be
capable of wirelessly communicating with network 130 and
may run on a battery operated energy source to increase utility
and functionality of the articulated arm 50. In accordance
with one embodiment, a simple implementation of the articu-
lated arm 50 may include a base unit that allows for one or
more degrees of freedom rotation and provisions for azimuth
angle change of a first section of the articulated arm 50.
Connected to the first section may be a second section having
at least one degree of freedom elbow joint.

At the end of the second section may be one or more
degrees of freedom wrist joint (e.g., arotation and hinge joint)
with a clamp unit that holds an optionally combined video
camera and a projector assembly, for example. This configu-
ration allows the local user to carry the advisor system 105 to
the point of need in order to capture the relevant view of a
target object being discussed or worked on. In this manner, a
local user may carry on a voice conversation with the remote
visitor while possibly having both hands free to work with the
object. For example, the local user may gesture or point to
parts of the target object while verbally asking a question. The
remote visitor may enhance or simplify the verbal answer by
annotating and marking the exact location that is relevant on
the object utilizing the projection and annotations features as
provided above.

Advantageously, the remote visitor may control the move-
ments of the articulated arm 50 using a software application
interface (e.g., visitor application 122) accessible at the
remote location where the visitor is present. The articulated
arm 50 movements may be mapped into two dimensions
which the remote visitor may control the view of the target
object from different positions and angles. The visitor may
also zoom in (either by virtue of an optical zoom lens or by
moving the camera closer to the object) to take a closer look
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at the object. As noted earlier, a stabilizing feature may be
provided such that the annotations remain anchored to the
initially intended locations in the user’s physical environment
despite the movement of the articulated arm 50 or a change in
ZOOm.

In one embodiment, the stabilizing feature is implemented
such that when zooming in or out or when moving the articu-
lated arm 50, previously generated annotations that are pro-
jected onto a target surface or area do not move on the target
object in the local user’s environment as a consequence of the
articulated arm 50 moving. In one embodiment, the annota-
tions may be mapped to more than two variables for motion of
the arm. Further, the articulated arm 50 may be mounted on a
remotely controlled robot base unit (e.g., Pioneer 3-DX) so
that the visitor may navigate around the local user’s environ-
ment, with minimal or no assistance from the local user.

References in this specification to “an embodiment”, “one
embodiment”, “one or more embodiments” or the like, mean
that the particular element, feature, structure or characteristic
being described is included in at least one embodiment of the
disclosed subject matter. Occurrences of such phrases in this
specification should not be particularly construed as referring
to the same embodiment, nor should such phrases be inter-
preted as referring to embodiments that are mutually exclu-
sive with respect to the discussed features or elements.

In different embodiments, the claimed subject matter may
be implemented as a combination of both hardware and soft-
ware elements, or alternatively either entirely in the form of
hardware or entirely in the form of software. Further, com-
puting systems and program software disclosed herein may
comprise a controlled computing environment that may be
presented in terms of hardware components or logic code
executed to perform methods and processes that achieve the
results contemplated herein. Said methods and processes,
when performed by a general purpose computing system or
machine, convert the general purpose machine to a specific
purpose machine.

Referring to FIGS. 3 and 4, a computing system environ-
ment in accordance with an exemplary embodiment may be
composed of a hardware environment 1110 and a software
environment 1120. The hardware environment 1110 may
comprise logic units, circuits or other machinery and equip-
ments that provide an execution environment for the compo-
nents of software environment 1120. In turn, the software
environment 1120 may provide the execution instructions,
including the underlying operational settings and configura-
tions, for the various components of hardware environment
1110.

Referring to FIG. 3, the application software and logic code
disclosed herein may be implemented in the form of machine
readable code executed over one or more computing systems
represented by the exemplary hardware environment 1110.
As illustrated, hardware environment 110 may comprise a
processor 1101 coupled to one or more storage elements by
way of a system bus 1100. The storage elements, for example,
may comprise local memory 1102, storage media 1106, cache
memory 1104 or other machine-usable or computer readable
media. Within the context of this disclosure, a machine usable
or computer readable storage medium may include any
recordable article that may be utilized to contain, store, com-
municate, propagate or transport program code.

A computer readable storage medium may be an elec-
tronic, magnetic, optical, electromagnetic, infrared, or semi-
conductor medium, system, apparatus or device. The com-
puter readable storage medium may also be implemented in a
propagation medium, without limitation, to the extent that
such implementation is deemed statutory subject matter.
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Examples of a computer readable storage medium may
include a semiconductor or solid-state memory, magnetic
tape, a removable computer diskette, a random access
memory (RAM), a read-only memory (ROM), a rigid mag-
netic disk, an optical disk, or a carrier wave, where appropri-
ate. Current examples of optical disks include compact disk,
read only memory (CD-ROM), compact disk read/write (CD-
R/W), digital video disk (DVD), high definition video disk
(HD-DVD) or Blue-ray™ disk.

In one embodiment, processor 1101 loads executable code
from storage media 1106 to local memory 1102. Cache
memory 1104 optimizes processing time by providing tem-
porary storage that helps reduce the number of times code is
loaded for execution. One or more user interface devices 1105
(e.g., keyboard, pointing device, etc.) and a display screen
1107 may be coupled to the other elements in the hardware
environment 1110 either directly or through an intervening
1/O controller 1103, for example. A communication interface
unit 1108, such as a network adapter, may be provided to
enable the hardware environment 1110 to communicate with
local or remotely located computing systems, printers and
storage devices via intervening private or public networks
(e.g., the Internet). Wired or wireless modems and Ethernet
cards are a few of the exemplary types of network adapters.

Itis noteworthy that hardware environment 1110, in certain
implementations, may not include some or all the above com-
ponents, or may comprise additional components to provide
supplemental functionality or utility. Depending on the con-
templated use and configuration, hardware environment 1110
may be a machine such as a desktop or a laptop computer, or
other computing device optionally embodied in an embedded
system such as a set-top box, a personal digital assistant
(PDA), a personal media player, a mobile communication
unit (e.g., a wireless phone), or other similar hardware plat-
forms that have information processing or data storage capa-
bilities.

In some embodiments, communication interface 1108 acts
as a data communication port to provide means of communi-
cation with one or more computing systems by sending and
receiving digital, electrical, electromagnetic or optical sig-
nals that carry analog or digital data streams representing
various types of information, including program code. The
communication may be established by way of a local or a
remote network, or alternatively by way of transmission over
the air or other medium, including without limitation propa-
gation over a carrier wave.

As provided here, the disclosed software elements that are
executed on the illustrated hardware elements are defined
according to logical or functional relationships that are exem-
plary in nature. It should be noted, however, that the respec-
tive methods that are implemented by way of said exemplary
software elements may be also encoded in said hardware
elements by way of configured and programmed processors,
application specific integrated circuits (ASICs), field pro-
grammable gate arrays (FPGAs) and digital signal processors
(DSPs), for example.

Referring to FIG. 4, software environment 1120 may be
generally divided into two classes comprising system soft-
ware 1121 and application software 1122 as executed on one
or more hardware environments 1110. In one embodiment,
the methods and processes disclosed here may be imple-
mented as system software 1121, application software 1122,
or a combination thereof. System software 1121 may com-
prise control programs, such as an operating system (OS) or
an information management system, that instruct one or more
processors 1101 (e.g., microcontrollers) in the hardware envi-
ronment 1110 on how to function and process information.



US 9,258,521 B2

7

Application software 1122 may comprise but is not limited to
program code, data structures, firmware, resident software,
microcode or any other form of information or routine that
may be read, analyzed or executed by a processor 1101.

In other words, application software 1122 may be imple-
mented as program code embedded in a computer program
product in form of a machine-usable or computer readable
storage medium that provides program code for use by, or in
connection with, a machine, a computer or any instruction
execution system. Moreover, application software 1122 may
comprise one or more computer programs that are executed
on top of system software 1121 after being loaded from
storage media 1106 into local memory 1102. In a client-
server architecture, application software 1122 may comprise
client software and server software. For example, in one
embodiment, client software may be executed on a client
computing system that is distinct and separable from a server
computing system on which server software is executed.

Software environment 1120 may also comprise browser
software 1126 for accessing data available over local or
remote computing networks. Further, software environment
1120 may comprise a user interface 1124 (e.g., a graphical
user interface (GUI)) for receiving user commands and data.
It is worthy to repeat that the hardware and software archi-
tectures and environments described above are for purposes
of example. As such, one or more embodiments may be
implemented over any type of system architecture, functional
or logical platform or processing environment.

It should also be understood that the logic code, programs,
modules, processes, methods and the order in which the
respective processes of each method are performed are purely
exemplary. Depending on implementation, the processes or
any underlying sub-processes and methods may be per-
formed in any order or concurrently, unless indicated other-
wise in the present disclosure. Further, unless stated other-
wise with specificity, the definition of logic code within the
context of this disclosure is not related or limited to any
particular programming language, and may comprise one or
more modules that may be executed on one or more proces-
sors in distributed, non-distributed, single or multiprocessing
environments.

As will be appreciated by one skilled in the art, a software
embodiment may include firmware, resident software, micro-
code, etc. Certain components including software or hard-
ware or combining software and hardware aspects may gen-
erally be referred to herein as a “circuit,” “module” or
“system.” Furthermore, the subject matter disclosed may be
implemented as a computer program product embodied in
one or more computer readable storage medium(s) having
computer readable program code embodied thereon. Any
combination of one or more computer readable storage medi-
um(s) may be utilized. The computer readable storage
medium may be a computer readable signal medium or a
computer readable storage medium. A computer readable
storage medium may be, for example, but not limited to, an
electronic, magnetic, optical, electromagnetic, infrared, or
semiconductor system, apparatus, or device, or any suitable
combination of the foregoing.

In the context of this document, a computer readable stor-
age medium may be any tangible medium that can contain, or
store a program for use by or in connection with an instruction
execution system, apparatus, or device. A computer readable
signal medium may include a propagated data signal with
computer readable program code embodied therein, for
example, in baseband or as part of a carrier wave. Such a
propagated signal may take any of a variety of forms, includ-
ing, but not limited to, electro-magnetic, optical, or any suit-
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able combination thereof. A computer readable signal
medium may be any computer readable medium that is not a
computer readable storage medium and that can communi-
cate, propagate, or transport a program for use by or in con-
nection with an instruction execution system, apparatus, or
device.

Program code embodied on a computer readable storage
medium may be transmitted using any appropriate medium,
including but not limited to wireless, wireline, optical fiber
cable, RF, etc., or any suitable combination of the foregoing.
Computer program code for carrying out the disclosed opera-
tions may be written in any combination of one or more
programming languages, including an object oriented pro-
gramming language such as Java, Smalltalk, C++ or the like
and conventional procedural programming languages, such
as the “C” programming language or similar programming
languages.

The program code may execute entirely on the user’s com-
puter, partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a remote
computer or entirely on the remote computer or server. In the
latter scenario, the remote computer may be connected to the
user’s computer through any type of network, including a
local area network (LAN) or a wide area network (WAN), or
the connection may be made to an external computer (for
example, through the Internet using an Internet Service Pro-
vider).

Certain embodiments are disclosed with reference to flow-
chart illustrations or block diagrams of methods, apparatus
(systems) and computer program products according to
embodiments. It will be understood that each block of the
flowchart illustrations or block diagrams, and combinations
of'blocks in the flowchart illustrations and/or block diagrams,
can be implemented by computer program instructions.
These computer program instructions may be provided to a
processor of a general purpose computer, a special purpose
machinery, or other programmable data processing apparatus
to produce a machine, such that the instructions, which
execute via the processor of the computer or other program-
mable data processing apparatus, create means for imple-
menting the functions or acts specified in the flowchart or
block diagram block or blocks.

These computer program instructions may also be stored in
a computer readable storage medium that can direct a com-
puter, other programmable data processing apparatus, or
other devices to function in a particular manner, such that the
instructions stored in the computer readable storage medium
produce an article of manufacture including instructions
which implement the function or act specified in the flowchart
or block diagram block or blocks.

The computer program instructions may also be loaded
onto a computer, other programmable data processing appa-
ratus, or other devices to cause a series of operational steps to
be performed on the computer, other programmable appara-
tus or other devices to produce a computer or machine imple-
mented process such that the instructions which execute on
the computer or other programmable apparatus provide pro-
cesses for implementing the functions or acts specified in the
flowchart or block diagram block or blocks.

The flowchart and block diagrams in the figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods and computer program
products according to various embodiments. In this regard,
each block in the flowchart or block diagrams may represent
a module, segment, or portion of code, which comprises one
or more executable instructions for implementing the speci-
fied logical functions. It should also be noted that, in some
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alternative implementations, the functions noted in the block
may occur in any order or out of the order noted in the figures.

For example, two blocks shown in succession may, in fact,
be executed substantially concurrently, or the blocks may
sometimes be executed in the reverse order, depending upon
the functionality involved. It will also be noted that each block
of'the block diagrams or flowchart illustration, and combina-
tions of blocks in the block diagrams or flowchart illustration,
may be implemented by special purpose hardware-based sys-
tems that perform the specified functions or acts, or combi-
nations of special purpose hardware and computer instruc-
tions.

The claimed subject matter has been provided here with
reference to one or more features or embodiments. Those
skilled in the art will recognize and appreciate that, despite of
the detailed nature of the exemplary embodiments provided
here, changes and modifications may be applied to said
embodiments without limiting or departing from the gener-
ally intended scope. These and various other adaptations and
combinations of the embodiments provided here are within
the scope of the disclosed subject matter as defined by the
claims and their full set of equivalents.

What is claimed is:

1. A method for providing remote assistance, the method
comprising:

establishing a communications session between a local

user and a visitor over a communications network,
wherein the local user is positioned in a local physical
operating environment and the visitor is positioned in a
remote location relative to the local physical operating
environment;

communicating audio or video data captured at the local

physical operating environment to the visitor; and
receiving, at the local physical operating environment,
imaging data generated as a result of the visitor interact-
ing with a visitor application running on a visitor com-
puting device, wherein the imaging data is used to
project, by way of a projector, a first image of one or
more annotations created by the visitor onto a local
physical work environment to assist the local user,
wherein the projector is mounted on a mechanically articu-
lated arm, wherein the mechanically articulated arm is
controllable by the visitor, to allow the visitor to control
positioning of the first image in the local physical work
environment; and wherein control data generated as a
result of the visitor interacting with a control unit at the
remote location is communicated to the articulated arm
to change the position of the articulated arm in the local
physical operating environment; and wherein a camera
is positioned in an operational relationship with the
mechanically articulated arm to capture video data of a
target object in the local physical work environment; and
wherein the captured video data is transmitted over the
communications network to a visitor computing system,
wherein the visitor application is executed over the visi-
tor computing system to render a graphical user inter-
face (GUI) on a display screen based on the captured
video data; and wherein the GUI provides the visitor
with a view of the local physical environment and option
to create the one or more annotations in the GUI; and
wherein image data associated with the visitor created
annotations in the GUI are communicated over the com-
munications network from the visitor computing system
to the projector, wherein the projector uses the image
data to project the first image of the annotations onto a
first portion of the target object; and wherein a first
feature is activated to render the one or more annotations
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created by the visitor in the GUI with dotted lines, after
the first image of the annotations is projected onto the
first portion of the target object.

2. The method of claim 1, wherein the visitor using the
control unit maneuvers the camera to a position to view a
second portion of the target object.

3. The method of claim 2, wherein a stabilizer is utilized to
maintain the position of the first image projected on the first
portion of the target object when the camera is maneuvered to
view a second portion of the target object.

4. The method of claim 1, wherein a display unit is pro-
vided to the local user to view the one or more annotations
created by the visitor in the GUL.

5. A system for providing remote assistance, the system
comprising:

a communication interface for establishing a communica-
tions session between a local user and a visitor over a
communications network, wherein the local user is posi-
tioned in a local physical operating environment and the
visitor is positioned in a remote location relative to the
local physical operating environment;

a logic unit for communicating audio or video data cap-
tured at the local physical operating environment to the
visitor; and

a logic unit for receiving, at the local physical operating
environment, imaging data generated as a result of the
visitor interacting with a visitor application running on a
visitor computing device;

a projector for projecting the imaging data comprising a
first image of one or more annotations created by the
visitor onto a local physical work environment to assist
the local user,

a mechanically articulated arm in operational relationship
with the projector, wherein the mechanically articulated
arm is controllable by the visitor, to allow the visitor to
control positioning of the first image in the local physi-
cal work environment; and wherein control data gener-
ated as a result of the visitor interacting with a control
unit at the remote location is communicated to the
articulated arm to change the position of the articulated
arm in the local physical operating environment; and
wherein a camera is positioned in an operational rela-
tionship with the mechanically articulated arm to cap-
ture video data of a target object in the local physical
work environment; and wherein the captured video data
is transmitted over the communications network to a
visitor computing system, wherein the visitor applica-
tion is executed over the visitor computing system to
render a graphical user interface (GUI) on a display
screen based on the captured video data; and render the
one or more annotations created by the visitor in the GUI
with dotted lines, after the first image of the annotations
is projected onto the first portion of the target object.

6. The system of claim 5, wherein the GUI provides the
visitor with a view of the local physical environment and
option to create the one or more annotations in the GUIL

7. A computer program product comprising a non-transi-
tory computer readable storage medium having a computer
readable program, wherein the computer readable program
when executed on a computer causes the computer to:

establish a communications session between a local user
and a visitor over a communications network, wherein
the local user is positioned in a local physical operating
environment and the visitor is positioned in a remote
location relative to the local physical operating environ-
ment;
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communicate audio or video data captured at the local

physical operating environment to the visitor; and

receive, at the local physical operating environment, imag-

ing data generated as a result of the visitor interacting
with a visitor application running on a visitor computing
device, wherein the imaging data is used to project, by
way of a projector, a first image of one or more annota-
tions created by the visitor onto a local physical work
environment to assist the local user,

wherein the projector is mounted on a mechanically articu-

lated arm, wherein the mechanically articulated arm is
controllable by the visitor, to allow the visitor to control
positioning of the first image in the local physical work
environment; and wherein control data generated as a
result of the visitor interacting with a control unit at the
remote location is communicated to the articulated arm
to change the position of the articulated arm in the local
physical operating environment; and wherein a camera
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is positioned in an operational relationship with the
mechanically articulated arm to capture video data of a
target object in the local physical work environment; and
wherein the captured video data is transmitted over the
communications network to a visitor computing system,
wherein the visitor application is executed over the visi-
tor computing system to render a graphical user inter-
face (GUI) on a display screen based on the captured
video data and render the one or more annotations cre-
ated by the visitor in the GUI with dotted lines, after the
first image of the annotations is projected onto the first
portion of the target object.

8. The computer program product of claim 7, wherein the
GUI provides the visitor with a view of the local physical
environment and option to create the one or more annotations
in the GUL



